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Introductory disclaimer

• By any means, we are really not the first (marketing) scholars to gather web data 
via scraping, APIs, etc., 
– but we have used this in our own work + reviewed such research (extensively)
– we currently have a methodological paper about this in the review process

(Boegershausen, Datta, Borah, and Stephen 2022; https://tiu.nu/scraping) 

https://tiu.nu/scraping
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Introductory disclaimer

• By any means, we are really not the first (marketing) scholars to gather web data 
via scraping, APIs, etc., 
– but we have used this in our own work + reviewed such research (extensively)
– we currently have a methodological paper about this in the review process

(Boegershausen, Datta, Borah, and Stephen 2021; https://tiu.nu/scraping) 

• There is no boilerplate template for gathering web data for consumer research.

• This workshop won’t be sufficient to teach you how to scrape or use APIs, given time 
constraints. Consider it as a starter. And follow https://odcm.hannesdatta.com if I’ve 
sparked your interest.

• When you feel that I am going to fast, please slow me down.

• This is designed to be an interactive session, so we might not get through 
all materials, but I will share extended slides and supporting docs 
(see also hannesdatta.com + https://tiu.nu/scraping)

https://tiu.nu/scraping
https://hannesdatta.com/
https://tiu.nu/scraping


Inventorizing your needs

• 2x2
– CB vs. quant
– No experience – a lot of experience/used in papers

• Done the tutorial?
• For those that use web data…

– Experience w/ web scraping vs. APIs
• Technical vs. conceptual requirement

– Want to learn scraping now? (tutorial…), vs.
develop paper based on method. framework? (source selection, 
design)

• Questions on current research projects?

+ Name tags…?



Agenda

• Motivation & what’s in it for YOU

• Web scraping & APIs for dummies

• Methodological framework & design decisions

– Data Source Selection

– Extraction Design

• Future Research Opportunities 

• Your (remaining) questions



MOTIVATION & WHAT’S IN IT FOR YOU
Thinking more deeply about web scraping & APIs…



The Internet is ubiquitous 

7:11
hours

time spent online per day by the 
average American consumer 

85% proportion of US consumers that 
use the Internet every single day 

Sources: We Are Social & Hootsuite (2019, 2021); Stastica (2021)

>2.9b

Number of active users in November 2021 (global)

2.3b 1.4b 463m1b



Generation of massive digital traces

~ 224m reviews

~ 988m reviews & opinions

544K projects

500m/day  * https://www.internetlivestats.com/one-second/#tweets-band

Stats last updated on 20 December 2021

https://www.internetlivestats.com/one-second/


Increasing usage of web data in marketing research

Source: Boegershausen, Datta, Borah, and Stephen (2022)



Increasing usage of web data in marketing research

Source: Boegershausen, Datta, Borah, and Stephen (2022)

2021 thus far:

78
accepted/published 
papers that use web data



Impactful research…

Notes: Regression yearly cites on journal-issue fixed effects, and dummy variables indicating the years since publication – for about 244 
webdata-based papers and 4k non-web-data-based papers in the five top marketing journals. See 
https://github.com/hannesdatta/webdata-in-marketing.

https://github.com/hannesdatta/webdata-in-marketing


Impactful research…

Notes: Regression yearly cites on journal-issue fixed effects, and dummy variables indicating the years since publication – for about 244 
webdata-based papers and 4k non-web-data-based papers in the five top marketing journals. See 
https://github.com/hannesdatta/webdata-in-marketing.

• that is somewhat concentrated 
(based on author-provided keywords):

– #1  WORD OF MOUTH                     14%
– #2  SOCIAL MEDIA                     14% 
– #3 USER-GENERATED CONTENT 10%
– #4   ADVERTISING                      8% 
– #5 ONLINE REVIEWS               7%

• Uses mostly websites, NOT APIs (85%)

• Uses mostly single web sources (61%)

https://github.com/hannesdatta/webdata-in-marketing


… but web data is also SO MUCH MORE!



What are you interested in… 

+ search on Google for “your interest + API”

What pops up?



… but web data is also SO MUCH MORE!





Websites vs. APIs



Many opportunities: discovery orientation

“scout out” 
novel consumer 

phenomena 
streaming (Datta et al. 2018)

mobile devices (Melumad et al. 2019)

different levels 
of analysis + 

effects over time
brand public (Arvidsson & Caliandro 2016)

psychological distances (Huang et al. 2016)

explore 
geographic

variation
Sensitivity to prices and ratings 

across the globe (Kübler et al. 2018)



socially sensitive 
phenomena

controversy (Chen & Berger 2013)
violent protests (Mooijman et al. 2018)

rare events
Bright (2017)

hard-to-reach 
populations

political elites (Brady et al. 2019)
professional athletes (Grijalva et al. 2020)
early Spotify adopters (Datta et al. 2018)

Many opportunities: phenomena



Many opportunities: creative applications

data 
enrichment

Govind et al. (2020)

stimuli 
generation

provider profiles (Howe & Monin 2017)
brand logos (Luffarelli et al. 2019)



Highly versatile data collection technique

Source: Boegershausen, Datta, Borah, and Stephen (2022)





WEBSCRAPING & APIS FOR DUMMIES



WEB SCRAPING & APIS FOR DUMMIES

• Tutorial(s) available here

https://odcm.hannesdatta.com/docs/tutorials/webdata-for-
dummies/

• Discussion points
– Any experience with scraping/APIs?
– Which software tools do you use?

https://odcm.hannesdatta.com/docs/tutorials/webdata-for-dummies/


METHODOLOGICAL FRAMEWORK & 
DESIGN DECISIONS











• Access to near-to infinite number of potential sources 
without traditional gatekeepers. 

• But sources vary vastly in terms of quality, stability, and 
retrievability.

→Might prompt researchers to only consider dominant 
or familiar platforms only.

Challenge #1.1: exploring the dataverse



• Access to near-to infinite number of potential sources 
without traditional gatekeepers. 

• But sources vary vastly in terms of quality, stability, and 
retrievability.

→Might prompt researchers to only consider dominant 
or familiar platforms only.

BUT thorough exploration of the vast data universe 
allows for 
• more compelling theory-testing
• identifying novel, emerging marketing phenomena

Challenge #1.1: exploring the dataverse



Challenge #1.1: solutions

• Search from different angles (e.g., consumers, analysts, managers)
• Broaden geographical search criteria
• Identify related data sources using cross-searches on Google Trends
• Expand search to non-primary data providers (e.g., aggregators)
• Expand search by including terms such as “API” or “data set”
• Understand popularity and legitimacy of data sources
• Sign up to the service (e.g., to gain experience using the data source)
• Explore all pages available at a source
• Explore the website’s source code



Looking beyond the usual suspects
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Looking beyond the usual suspects



+ entity/page mapping
Looking beyond the usual suspects



Challenge #1.1: reflection 

• Search from different angles (e.g., consumers, analysts, managers)
• Broaden geographical search criteria
• Identify related data sources using cross-searches on Google Trends
• Expand search to non-primary data providers (e.g., aggregators)
• Expand search by including terms such as “API” or “data set”
• Understand popularity and legitimacy of data sources
• Sign up to the service (e.g., to gain experience using the data source)
• Explore all entities available at a source
• Explore the website’s source code

☑ Is the suggested data source superior to existing 
or potentially collectable (non-) web data? ☑



Challenge #1.1: reflection | food for thought

• Selecting a source from the vast dataverse is challenging, yet critical

→ Remedy: Present a clear rationale to motivate the sampling choice; 
some useful approaches below:
– identify idiosyncratic feature(s) (e.g., Yelp funny votes; McGraw et al. 2015)

– particular type of webpage (e.g., discussion forum; Chen & Berger 2013)



• Selecting a source from the vast dataverse is challenging, yet critical

→ Remedy: Present a clear rationale to motivate the sampling choice; 
some useful approaches below:
– identify idiosyncratic feature(s) (e.g., Yelp funny votes; McGraw et al. 2015)

– particular type of webpage (e.g., discussion forum; Chen & Berger 2013)

More compelling argumentation is facilitated:
• by pretests that demonstrate that certain instances (e.g., brands, Henkel et al. 2018; industries, 

Umashankar et al. 2017) map onto the focal construct(s) of interest
• picking a representative example for the focal construct

[e.g., Paharia et al. (2014): Peet’s Coffee = an underdog brand with a strong rival (i.e., Starbucks)]

Challenge #1.1: reflection | food for thought



• Selecting a source from the vast dataverse is challenging, yet critical

• When agnostic about the source, sampling multiple websites
can increase confidence about effect generalizability 
(e.g., Ordenes et al. 2019; Melumad et al. 2019)

Challenge #1.1: reflection | food for thought



• Web scraping = most popular data retrieval method
BUT might not always be optimal for many sources:
- APIs provide a structured and legit way to obtain web data
- data dumps are also widely available

Challenge #1.2: defaulting to web scraping



• Web scraping = most popular data retrieval method
BUT might not always be optimal for many sources:
- APIs provide a structured and legit way to obtain web data
- data dumps are also widely available

Using APIs and data dumps may lead to… 
• swifter data collection with  better documentation
• novel research opportunities
• minimization of exposure to legal risk (more on this later)

Challenge #1.2: defaulting to web scraping



Challenge #1.2: solutions

There are many readily downloadable datasets that can be 
used in lieu of collecting your own novel dataset.

Other sources: 
Recommender Systems Database, Kaggle, Webrobots.io, IMDb
→ Schoenmueller et al. (2020, JMR): https://osf.io/6n2kt/

6,685,900 reviews, 192,609 businesses, 
200,000 pictures, 10 metropolitan areas

https://cseweb.ucsd.edu/~jmcauley/datasets.html
https://www.kaggle.com/
https://webrobots.io/kickstarter-datasets/
https://www.imdb.com/interfaces/
https://osf.io/6n2kt/


Selection of readily available datasets

• Recommender Systems Database:
https://cseweb.ucsd.edu/~jmcauley/datasets.html

• https://www.kaggle.com/
• Webrobots.io’s Kickstarter datasets:

https://webrobots.io/kickstarter-datasets/
• IMDb: https://www.imdb.com/interfaces/
• Various datasets cf. https://osf.io/6n2kt/

(see the web appendix of https://doi.org/10.1177/0022243720941832) 

https://cseweb.ucsd.edu/~jmcauley/datasets.html
https://www.kaggle.com/
https://webrobots.io/kickstarter-datasets/
https://www.imdb.com/interfaces/
https://osf.io/6n2kt/
https://doi.org/10.1177/0022243720941832


Challenge #1.2: reflection

☑ Formulate an explicit rationale for extraction method 
(e.g., scraping vs. API vs. other). ☑



Challenge #1.3: capturing contextual complexity

• Despite its richness, web data on its own may not 
include sufficient information about the complex 
context it is generated in.
– lack of documentation 



Challenge #1.3: capturing contextual complexity

• Despite its richness, web data on its own may not 
include sufficient information about the complex 
context it is generated in.
– lack of documentation 

Researchers need to proactively identify 
and capture relevant meta data 
(i.e., data about the focal web data).



Challenge #1.3: example



Challenge #1.3: solutions

• Understand changes to the data generating mechanism (e.g., mapping out 
changes over time using archive.org (for websites), or versions of the API)

• Search for blogs, sites with press releases, a firm’s “changelogs” on software about 
important (technical) firm developments

• Explore forms/user forums to see how users talk about the service
• Use reverse-search on Google
• Identify market and usage statistics 

(e.g., using Statista, news media, social media, firm reports & stock filings)
• Identify competitive landscape and dependencies with other firms/services
• Assess whether and how entities can be linked to external data



Challenge #1.3: reflection

• Understand changes to the data generating mechanism (e.g., mapping out 
changes over time using archive.org (for websites), or versions of the API)

• Search for blogs, sites with press releases, a firm’s “changelogs” on software about 
important (technical) firm developments

• Explore forms/user forums to see how users talk about the service
• Use reverse-search on Google
• Identify market and usage statistics 

(e.g., using Statista, news media, social media, firm reports & stock filings)
• Identify competitive landscape and dependencies with other firms/services
• Assess whether and how entities can be linked to external data

☑ Which statistics would you consider informative about the data, 
which cannot be captured on the targeted source itself? 

Which sources could you potentially gather such data from?☑



Your projects

• Let’s take YOUR (early?) projects and apply some of our proposed 
solutions.



Alexander’s project

• Input: List of keywords
• Scraper: Put keywords in Google 

search, save organic and paid ads
• Requirement: Many keywords, US-

based, rotating IPs

• Affects…
– Validity: e.g., generalizability
– Tech. feasibility: rotating IP addresses, 

being blocked
– Legal issues: Google doesn’t want to

be scraped…!





Challenge #2.1: Which information to 
extract, from which page?

• Go to Amazon.com and find out on which pages 
you can find reviewer information (e.g., valence, 
text, demographics, …)

• Make a list of URLs & variables you could capture



Preparation for effective extraction

• Understand & leverage the structure of the target website 
– Are there different ways to display the data (e.g., cases per page)?
– Are there different ways to sort the data (e.g., date, rating, recommended)? 
– Are there other relevant exclusion filters (e.g., language)?



Preparation for effective extraction

• Understand & leverage the structure of the target website 
– Are there different ways to display the data (e.g., cases per page)?
– Are there different ways to sort the data (e.g., date, rating, recommended)? 
– Are there other relevant exclusion filters (e.g., language)?

– How consistent is the structure across different pages? Are there “unusual” 
incidences that deviate from the basic structure (e.g., updated reviews)?

►Goal: minimize the burden on the server + maximize data quality & reproducibility





Challenge #2.1: Impact on validity, tech. feasibility & 
legal/ethical risks

• Validity implications
– Is information subject to algorithmic biases or missing data?
– Are there significant changes to the data-generating process?
– Meta data required to make sense of variables?

• Legal/ethical risks
– Publicly accessible vs. login? Consent to ToU? Implicit or explicit?
– Personal or sensitive information?
– Overlap original intent of posting & research question / scientific 

justification

• Technical feasibility?
– All information extractable? 
– Limits to iterating through pages?
– Does the extraction software obtain information reliably?



Challenge #2.1: Impact on validity, tech. feasibility & 
legal/ethical risks

• Validity implications
– Is information subject to algorithmic biases or missing data?
– Are there significant changes to the data-generating process?
– Meta data required to make sense of variables?

• Legal/ethical risks
– Publicly accessible vs. login? Consent to ToU? Implicit or explicit?
– Personal or sensitive information?
– Overlap original intent of posting & research question / scientific 

justification

• Technical feasibility?
– All information extractable? 
– Limits to iterating through pages?
– Does the extraction software obtain information reliably?

Delete cookies & check?
Archive.org

Save timestamps/IP addresses

Find public pages

Anonymize while collecting

Tweak RQ; be critical!

Build prototype

Check last page, try a few inbetween

Run it for longer amount of time



Challenge #2.2: Which seeds to use?

• With scraping, you don’t have access to a firm’s “entire” database, 
• but… you only see snapshots of the data

• How do you go from a snapshot to a sample?

• Collect so-called seeds
– On Amazon.com – a list of books (e.g., from a product category)
– On Etsy.com – a list of projects, e.g., using a search term
– On social networks – a list of “seeding” users



Challenge #2.2: Which seeds to use?

• Check out trakt.tv (a site that monitors movie 
streaming services)

• Come up with ways to sample users from the site!



Challenge #2.2: Which seeds to use?

• So far, we have talked about “internal seeds”

• Sometimes, “external” seeds are also useful
– Necessity: ability to link data (e.g., via identifiers)



Challenge #2.2: Impact on validity, tech. feasibility & 
legal/ethical risks

• Validity implications
– Sample size sufficient to effectively inform the research question?
– To which population does the sample generalize? Is it random? 
– How prevalent is panel attrition of seeds?

• Legal/ethical risks
– Excessive portion relative to all data available?
– Similar data available elsewhere? RQ only answerable with this data?
– Are there any (potentially) vulnerable seeds?

• Technical feasibility?
– Is the required sample size technically feasible?
– Can external seeds be consistently matched to the web data?



Challenge #2.2: Impact on validity, tech. feasibility & 
legal/ethical risks

• Validity implications
– Sample size sufficient to effectively inform the research question?
– To which population does the sample generalize? Is it random? 
– How prevalent is panel attrition of seeds?

• Legal/ethical risks
– Excessive portion relative to all data available?
– Similar data available elsewhere? RQ only answerable with this data?
– Are there any (potentially) vulnerable seeds?

• Technical feasibility?
– Is the required sample size technically feasible?
– Can external seeds be consistently matched to the web data?

Internal vs. external seeds
Collect extra meta data

Narrow down collection

Exclude by design,
anonymize

Prototype

Explore alternative click 
paths

Reduce
dependency

E.g., search by ID



Challenge #2.3: At which frequency to 
extract data?

• When to extract the data?
– Cross-sectional, one-time captures

vs.
– over-time captures

• How to schedule the collection?
– E.g., hourly, daily, weekly

• Can you come up with ideas of when extraction at 
higher frequency makes sense?



Frequency directly affects technically 
feasible sample size

• Project how long a data collection will take

• Basics
– How many seeds?
– How many pages to visit, for each seed?
– How long does it take to extract data for one page?
– How many computers do you use?
– How often to run the data collection (frequency)?

• Build an Excel model of sample size / frequency & 
time it takes to collect data



Challenge #2.3: Impact on validity, tech. feasibility & 
legal/ethical risks

• Validity implications
– Extraction frequency in sync w/ studied phenomena?
– Refresh rate of source sufficient?
– Data really archival? Consistently available over time?

• Legal/ethical risks
– Excessive server load due to extraction frequency?
– Does sensitivity increase because of higher frequencies?

• Technical feasibility?
– Technical hurdles (e.g., blocking)?
– How to guarantee stability over time?
– How to distinguish batches of data?

Check over time

Inspect robots.txt, adhere to
defaults

Any gains from a live collection? 

Consider costs for storage
Monitoring

Meta data enrichment

Data source theory



Challenge #2.4: How to process data during the 
collection

• Web data is ”messy”

• Many directly clean data in scraping/API scripts, and 
then save them in CSV/Excel files

• What could be a potential problem in cleaning data 
on-the-fly?



Challenge #2.4: Impact on validity, tech. feasibility & 
legal/ethical risks

• Validity implications
– Could erroneous processing lead to data loss?
– Could there scientific value in retaining raw data?

• Legal/ethical risks
– Collected data in conflict w/ GDPR?
– Secured from unauthorized access?
– Anonymization required?

• Technical feasibility?
– Which storage facility to use? 
– Normalization necessary?



Challenge #2.4: Impact on validity, tech. feasibility & 
legal/ethical risks

• Validity implications
– Could erroneous processing lead to data loss?
– Could there scientific value in retaining raw data?

• Legal/ethical risks
– Collected data in conflict w/ GDPR?
– Secured from unauthorized access?
– Anonymization required?

• Technical feasibility?
– Which storage facility to use? 
– Normalization necessary?

But: always parse some minimal amount
for monitoring

Ensure proper encoding, retain in 
original format

Use third parties in case of highly sensitive
information

Project storage costs

“How will the data be used?”



Alexander’s project

• Input: List of keywords
• Scraper: Put keywords in Google 

search, save organic and paid ads
• Requirement: Many keywords, US-

based, rotating IPs

• Affects…
– Validity: e.g., generalizability
– Tech. feasibility: rotating IP addresses, 

being blocked
– Legal issues: Google doesn’t want to

be scraped…!

• What could be the most efficient way to 
achieve IP address rotation?
– Look for APIs that do scraping
– Look for proxy providers w/ Python

packages/R packages to rotate IPs

• Can you suggest any code
implementations?
– https://www.scrapehero.com/how-to-

rotate-proxies-and-ip-addresses-using-
python-3/

• Is there an existing package/framework for
R/Python that achieves this?
– Would rely on commercial scraping API here
– Duratin of project?

https://www.scrapehero.com/how-to-rotate-proxies-and-ip-addresses-using-python-3/




Challenge #3.1: Increase performance

Quick & dirty code that “just works” may be suboptimal & threaten validity!

• Use stable selectors (e.g., tags, classes, attributes, styles associated with particular 
information), and make only selective use of error handling

• When using APIs, choose a stable and supported version
• Check for traces of being banned/blocked/slowed down by the website
• Update the technically feasible retrieval limit
• Verify that computing resources are appropriate (e.g., scale up or down servers, 

verify that database runs optimally)
• Consider potential benefits from using cloud computing (e.g., for extended, 

uninterrupted data collection) vs. benefits from local setups (e.g., due to security or 
privacy concerns)



Challenge #3.2: Monitor data collection

Imagine your data collection broke, and you didn’t notice it…

• Log each web request (i.e., URL call), along with response status codes, timestamps 
of when the collection was started, and when the request was made

• Save raw HTML websites, along with the parsed data, and use them for triangulation
• Verify whether the raw data was correctly parsed (e.g., for a sample of information, 

compare raw data and parsed data)
• Check file sizes or the number of observations at regular intervals
• Set up monitoring tool (e.g., based on number of files retrieved or requests made, file 

sizes retrieved, time the collection last ran)
• Automatically generate reports on data quality (e.g., using RMarkdown)
• Record issue(s) in a logbook (e.g., in the documentation); especially if considered 

critical for data quality
• Extrapolate and monitor costs (e.g., API subscription, storage, and cloud computing)



Challenge #3.3: Document the data

Nobody, except you, know how the data was generated!

• Start from a template (e.g., Datasheets for Datasets, Gebru et al. 2020), and use it 
during the early stages of the collection

• Maintain a logbook in which to note important events (e.g., when the collection 
broke down and why)

• Keep and organize copies of relevant files (e.g., screenshots of the website at the 
time of data extraction, the API documentation, details on variable 
operationalization with summary statistics, information about the context, etc.)

• Have a plan for long-term, archival storage (e.g., re3data.org), and consider which 
license to use for the data (e.g., Creative Commons)



Your questions/submissions



Summary

• Web scraping and APIs have advanced our field (higher citations, 
about 20% of all publications use web data)

• Web data is largely accessible

• But: there is no “download button” & merely writing a bit of code 
doesn’t guarantee your data is really valid

• Use methodological framework to balance validity w/ technical 
feasibility and legal/ethical concerns



The future is bright… (I)

1. Branch out and reveal the invisible!
1. Draw from underutilized sources
2. Draw from multiple sources
3. Rediscover frequently used sources (e.g., overlooked pages)
4. Altering the extraction frequency

2. Boost ecological validity
1. Use scraping for stimuli generation
2. Run self-administered experiments



The future is bright… (II)

3. New method
1. Can webdata replace traditional marketing metrics? (e.g., advertising & brand 

equity data is expensive!)
2. Operate API-based microservices

4. Enhance inferences through efficiency gains
1. Get data on offline behaviors (e.g., weather, holidays, …)
2. ”Academic’s little helper”



THANK YOU.
BOEGERSHAUSEN@RSM.NL

H.DATTA@TILBURGUNIVERSITY.EDU
ABHISHEK.BORAH@INSEAD.EDU
ANDREW.STEPHEN@SBS.OX.AC.UK

+ https://tiu.nu/scraping
+ https://odcm.hannesdatta.com
+ https://tilburgsciencehub.com

https://tiu.nu/scraping
https://odcm.hannesdatta.com/
https://tilburgsciencehub.com/


BACKUP



Design challenges: entities example

• “I want to examine the behavior of reviewers over time”

https://www.yelp.com/user_details?userid=
https://www.yelp.com/user_details_reviews_self
?userid=XXX&review_filter=category
&category_filter=restaurants



Design challenges: data source theory

• What are your essential assumptions about the configuration, data generation 
process, and characteristics of the data to test predictions?

Recursive process of formulating a “data source theory” outlining these 
assumptions, testing, and refining the theory as required (Landers et al. 2016)
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process, and characteristics of the data to test predictions?

Recursive process of formulating a “data source theory” outlining these 
assumptions, testing, and refining the theory as required (Landers et al. 2016)

• Case study:
Prediction: # friends on Yelp à usage of emotional language in reviews (+)
Sample: all reviews of the 5 most reviewed Japanese restaurants in 5 US cities (NYC, LA, SF, CHI, DC)



Design challenges: data source theory

• What are your essential assumptions about the configuration, data generation 
process, and characteristics of the data to test predictions?

Recursive process of formulating a “data source theory” outlining these 
assumptions, testing, and refining the theory as required (Landers et al. 2016)

• Case study:
Prediction: # friends on Yelp à usage of emotional language in reviews (+)
Sample: all reviews of the 5 most reviewed Japanese restaurants in 5 US cities (NYC, LA, SF, CHI, DC)

User A
(scraped today)

User A’s review in our dataset
(scraped today)



Design challenges: data source theory

• What are your essential assumptions about the configuration, data generation 
process, and characteristics of the data to test predictions?

Recursive process of formulating a “data source theory” outlining these 
assumptions, testing, and refining the theory as required (Landers et al. 2016)

• Case study:
Prediction: # friends on Yelp à usage of emotional language in reviews (+)
Sample: all reviews of the 5 most reviewed Japanese restaurants in 5 US cities (NYC, LA, SF, CHI, DC)

User A
(scraped today)
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